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Network	control

Traditional network control

• Mode of operation: infrequent (O(100 )), asynchronous, and manualms

Need for fast, real-time, and automatic control at scale

• Networks are getting fast: [Gbps]

• Implication: microscopic (e.g., O( )) event, harder management

• Closed-loop reactions: e.g., rate control, load balancing, …

< 1 → 10 → 100 → 800 → …
μs



Network	control

Traditional network control

• Mode of operation: infrequent (O(100 )), asynchronous, and manualms

Fill the gap towards high-frequency network control?

Need for fast, real-time, and automatic control at scale

• Networks are getting fast: [Gbps]

• Implication: microscopic (e.g., O( )) event, harder management

• Closed-loop reactions: e.g., rate control, load balancing, …

< 1 → 10 → 100 → 800 → …
μs



Network	control

Traditional network control

• Mode of operation: infrequent (O(100 )), asynchronous, and manualms

Need for fast, real-time, and automatic control at scale

• Networks are getting fast: 1 10 100 800 …[Gbps]

• Implication: microscopic (e.g., O( )) network event

• Closed-loop reactions: e.g., rate control, load balancing, …

→ → → →
μs

Fill the gap towards high-frequency network control?

Once you’ve got a software platform where you can change its 
behavior, you can start introducing previously absurd-sounding 
ideas, including fanciful ideas of automatic, real-time, closed-

loop control of an entire network.” — Nick McKeown




Pushing	switches	to	the	limit	via	tight	coupling

Mantis [SIGCOMM ’20]
Co-design data and control plane 
for micro, reactive transactions

Cebinae [SIGCOMM ’22]
Co-opt data-path rate-limiters and control-path 
reconfiguration for CCA unfairness mitigation

OrbWeaver [NSDI ’22]
Weave user and control packets for 
near-free communication channel
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https://liangchengyu.com/doc/mantis-sigcomm2020.pdf
https://liangchengyu.com/doc/cebinae-sigcomm2022.pdf
https://liangchengyu.com/doc/orbweaver-nsdi2022.pdf
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• Often, two classes of traffic multiplex the same network



When	introducing	a	new	in-band	application…	
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• Time synchronization: clock-sync rate  precision

• Failure detector: keep alive message frequency  detection speed
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When	introducing	a	new	in-band	application…	
To consume extra BW for fidelity (of the control application), or not to?

• Failure detector: keep alive message frequency  detection speed

• Time synchronization: clock-sync rate  precision

• Congestion notification: signaling data and rate  measurement accuracy

→
→

→
Can we coordinate at high-fidelity with a near-zero 

cost (to usable bandwidth, latency…)?



Idea: Weaved Stream
• Exploit every gap (O(100ns)) between user packets opportunistically

• Inject customizable IDLE packets carrying information across devices

Can we coordinate at high-fidelity with a near-zero 
cost to usable bandwidth and latency?



Opportunity: 	gaps	are	prevalent< μs

• Application-level traffic patterns

• TCP effects

• Structural asymmetry

• …
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Abstraction:	weaved	stream
• Union of user and IDLE (injected) packets:

t

100 Gbps

1. [Predictability] Interval between any two consecutive packets  

2. [Little-to-zero overhead] Weaved IDLE packets not impact user packets 

≤ τ

≤ 120 ns
Implement many in-network applications

(failure detection, clock sync, congestion notification…)

for free!




Abstraction:	weaved	stream
• Union of user and IDLE (injected) packets:

t

τ = B100Gbps /MTU1500B = 120ns

100 Gbps

1. Interval between any two consecutive packets  

2. Weaved IDLE packets incur little-to-zero impact to user packets 

≤ τ

Crazy	idea?
Extending IDLE characters to higher layers


• Data plane packet generator

• Replication engine

• Data plane programmability

• Flexible switch configuration (priorities, buffers…)



1. Switch data plane architecture

2. Weaved stream generation

3. OrbWeaver applications

Outline



RMT	switch	model
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SEED > User
User > SEED

Rich configuration options for priorities and buffer management
• Zero impact of weaved stream predictability

• Zero impact of user traffic throughput or buffer usage

• Negligible impact of latency of user packets



Hardware prototype on a pair of Wedge100BF-32X Tofino switches
Implementation	and	evaluation
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Takeaway: Little-to-no impact of power draw, latency, or throughput 
while guaranteeing predictability of the weaved stream!
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Challenges to achieve ns precision
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Data plane timestamps don’t capture 
the actual point of serialization
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OrbWeaver	Redesign

Achieve same or better performance with close-to-zero overheads

Key ideas:

1. Embed timestamp information in free IDLE packets [R2]

2. Selective synchronization: infer queue delay from IDLE gaps and 

filter out unreliable messages [R1]
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Summary

• Weaved stream abstraction to harvest IDLE cycles

• Guarantee predictability with little-to-zero overhead



Summary

• Weaved stream abstraction to harvest IDLE cycles

• Guarantee predictability with little-to-zero overhead


• Generic support of a wide range of data plane applications for free

• Don’t need to choose between coordination fidelity and bandwidth overhead

Thank you for your attention!
https://github.com/eniac/OrbWeaver  



More	details

Mantis [SIGCOMM ’20]
Co-design data and control plane 
for micro, reactive transactions

Cebinae [SIGCOMM ’22]
Co-opt data-path rate-limiters and control-path 
reconfiguration for CCA unfairness mitigation

OrbWeaver [NSDI ’22]
Weave user and control packets for 
near-free communication channel
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https://liangchengyu.com/doc/mantis-sigcomm2020.pdf
https://liangchengyu.com/doc/cebinae-sigcomm2022.pdf
https://liangchengyu.com/doc/orbweaver-nsdi2022.pdf
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Using	weaved	stream

Infer 
Network 

Conditions Consume 
IDLE

Registers

Process 
User

Produce 
IDLE

Registers

Process 
User

User packet IDLE packet
Prepare 
IDLE Seed

IDLE seed packet

Traffic 
Manager

EgressIngress

from packet 
generator
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τ = B100Gbps /MTU1500B = 120ns

t

100 Gbps

Optimal	value	of	τ


